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A spline-based approximation scheme is  discussed for  optimal control 

problems governed by nonlinear nonautonomous delay differential  equations. 

The approximating framework reduces the original control problem t o  a 

sequence of optimization problems governed by ordinary differential  

equations. 

estimates for  the underlying nonl inmr operator, are given and numerical 

f i n d i n g s  are summarized. 

Convergence proofs, which appeal directly t o  dissipative-type 
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§1 Introduction 

The focus of our effor ts  here is  t o  extend the results of Banks i n  

[ 3 1 t o  spl ine-based approximation schemes for control systems governed by non- 

l inear nonautonomous functional different ia l  equations (FDE). Our ideas are  

similar t o  [ 3 3  in spiri t  i n  t h a t  we approximate infinite-dimensional FDE 

systems by finite-dimensional ordinary difFerentia1 equation (ODE) systems. 

(This approach i s  no t  new t o  the treatment oY control problems; a’ faiyly 

thorougn summary of the l i t e r a tu re  may b e  found in [ 6 I . )  
Our resul ts  improve upon the findings o f  [ 3 1 ( a s  well as the 1inez.r FDE 

resul ts  in [70]9 f 5 1, [: 6 1  and the nonlinear autoflomous findings o f  [ 2 ? ] >  i n  

t h a t  we handle very general nonlinear nonautonomaus FDE systems t h a t  may contain 

nonlinear discrete delay terms ( i . e . ,  terms involving x ( t - r ) ) ;  i n  [ 3  3 ,  d iscrete  

delay terms could only appear in the l inear  autonomous p a r t  of the control system. 

Additionally, our approximations are based on 1 inear splines which have generally 

demonstrated superior perf3rmance when compared in [lo] and  [ 7 ] t o  the averaging 
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approximations treated i n  [ 3 1 .  Furthewore, we adopt a mor,? d i rec t  theoretical 

aporoash than t h a t  of [ 3  1. 
perturbation of a l inear  system (which i s  formulated a s  a l i n m r  semigroup 

problem) and Trotter-Kato convergence results a r e  invoked t o  demonstrate the 

convergence of approximating semigroups. Our ideas a re  i n  the spiri t  of c 4  3, [8], 

and [ 9 1  where convergence i s  demonstrated through a d i rec t  application of 

In the l a t t e r ,  the nonlinearity i s  treated a s  a 

dissipative-type estimates to  the underlying nonlinear operators. 

straightforward approach eas i ly  accommodates both nonlinear and nonautonomous 

This  

systems, differing from such recent studies a s  the examination o f  l inear  non- 

autonomous FDE systems i n  [ l l f  via an evolution operator analogue O F  the 

Trotter-Kat0 theorem, o r  the consideration i n  [19], [ Z O ]  of nonlinear autonomous 

equations u s i n g  a nonlinear Trotter-Kat0 type resu l t .  

Disadvantages of our t rea t ren t  o f  FDE-governed control problens a re  tha t  

we require additional smoothness hypotheses on the right-hand side o f  the FGE 

atid we must consider a restricted class  o f  controls: 

1 imi t our attention t o  controllers w i t h  i ne r t i a ,  o r  those controls w i t h  r es t r ic t ions  

on the r a t e  a t  which they may be varied. 

unreasonable i n  many applications (see the wind  tunnel example i n  54; information 

on re?evant mechanical and economic systems may be found on pages 120-123 of Cl31) 

Specifically, we wil l .  

Although such a res t r ic t ion  i s  not 

i t  represents a limitation not found i n  the previously mentioned papers. 

Our presentation i s  as follows: In section 2 we describe an optimal control 

problem for. nonlinear FDE systems and present an equivalent Hilbert space 

formulation based on an abstract  nonlinear evolution equatfon. 

s p l i n e  subspaces a re  constructed i n  section 3, where approximate control problems 

fipproximating 

are defined and convergence resu l t s  are  detailed. Finally, i n  section 4 irle 



present numerical findings for  several examples where the spline approximations 

have been used t o  estimate the control and s t a t e  variables. 

Much of the notation i s  standard and i n  accovdance vii t h  popular usage. 

Since rilost functions considered will be R"-valued, t!@ will designate by Hp(a,b)  

and Lp( a ,b )  t h t i  corresponding Sabolev and Lebesgue spaces o f  R'--valued functions 

defined on (a ,b) ;  similarly, the spar.' Cm( [a,b];dn) of n-vector valued functions 

on [a,b] with rn continuous det-imtivcs will be denoted by C"(a,b). 

integrable function s + x f s )  E R n ,  the n o t a t i o n  xt w i l l  designate the L2(-r,0) 

function given by x t ( e )  = x ( t + e ) ,  - r - -  < 8 < 0, where r > 0 i s  fixed throughout .  

Finally, we shall  not distifiguish between the column form o f  a vector and i ts  

transpose, and the same symbols 1 . 1  (and < = , e > )  will be used t o  denote any of 

several norms (and inner products) for  R n 9  L2, and Z = Rn x L2 when the meaning 

i s  clear from the context. 

For s. square- 

8 2  The Nonlinear -- FDE Control - Problem 

In the present section we describe the nonlinear nonautonomous FDE control 

problem t h a t  i s  the focus of this  paper, and outline the properties t h a t  will be 

employed i n  subsequent sections. 

FDE-governed control problem as an abstract  problem &I an i n f i n i  te-dimensiona'l 

s t a t e  space. 

the existence o f  a control that  minimizes the quadratic cost functional and 

generates a so lu t ion  t o  the nnnlinear FDE. 

Our approach i n  §2,1 i s  t o  reformulate the 

In Theorem 2.3, the resu l t  t h a t  concludes the section, we guarantee 

The control problem examined i n  th i s  paper wi13 be limited to  a c lass  of 

problems invoiv- ing i ne r t i a l  controllers,  i . e . ,  those conti-ols with res t r ic t ions  

on the rate  a t  which they may be varied. 

(referred t o  hereafter as P) may be formal ly  stated as follows: 

The control problem considered here 
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Find an optimal con t ro l  'iT E U ,  where U i s  defined by 

(K a f ixed  cons t an t ) ,  t h a t  mitiinizes the quadra t ic  cost  

func t iona l  J (u) ,  

b 
+ {u( t )Ru( t )  + ; ( t )S ; ( t ) )d t .  

a. 

Here ( ~ c ( O ) , r c )  i s  a g i v e n  " t a rge t "  i n  Rn x L2( - r ,0 ) ,  g j  

( i  = 0, 7 ,  Z), R and S a r e  m x m  matr ices  with 

gene ra l i t y  Q i ,  R, and S may be assumed t o  be symmetric), and the p a i r  (x ,u)  

s a t i s f i e s  the vec tor  nonl inear  FDE 

0 are n x  n ma t r i ces  

- > 0 and S > 0, (without  loss o f  

i ( t )  = f ( t , x ( t ) , x t , x ( t - r , ) ,  ..., x ( t - r y ) ) + B ( t ) u ( t ) ,  a < t b, 

(x (a ) ,xa )  = f 4 ( 0 ) , 4 > .  

1 

( 2 . U  

We sha l l  assume t h a t  B E H ( (a ,b) ;Rnxm),  the i n i t i a l  data  (+(O),+) i s  such tha t  

4 E H ( - r ,O) ,  and the d i s c r e t e  de lays  s a t i s f y  1 

0 = ro < rl  < ... < r = r ;  
V 

i n  add i t ion ,  f s a t i s f i e s  the fol lowing s tanding hypotheses. 



(H2) The funct ion f i s  d i f f e r e n t i a b l e  on [a,b]xRn x L2(-r ,0)  x Rnu.  

(H3) The mapping (O ,J I )  -+ f t ( a ,$ (0 )  ,JI,+(-r, 1,. . . , $(-rv))  i s  c m t i n u o u s  

frclm [a,b] x C(-r,O) t o  R n .  

Remark 2.1 

s a t i s f i e s  an a f f i n e  growth condi t ion;  t h a t  i s ,  for x g i v e n  i n  L2(a- r ,b) ,  

I t  is an immediate consequence of hypotheses (Hl)  t h a t  f 

where m 2 ( t )  = ~ f ( t , O , . . . , O ) ~  i s  in  L2((a ,b) ;R)  from fH2). 

mny then be employed t o  demonstrate t h a t  t + f ( t , x ( t ) , x t . x ( t - r l )  ,. . , x(t-r,)) i s  

i n  L l ( a ,b )  and t h a t  the mapping depends only on the equivalence c l a s s  of x. 

f o re ,  s ince  we sha l l  only cons ider  ( 2 . 1 )  in i t s  equ iva jen t  in tegra l  form, there 

wi l l  bo no d i f f i c u l t y  assoc ia ted  w i t h  the point  eva lua t ions  of x appearing i n  f. 

Quite standard arguments 

There- 

--- Rnm3r4 2.2 Assumption (H3), which i s  required i n  the proofs  of Lemma 3.2 and  

Lemma 3.4, may a c t u a l l y  be rmlacer l  by a weaker hypothesis:  

( H 3 ' )  For x E E, E bounded i n  C(a-r ,b) ,  t h 2  mapping 

u + f t ( u y x ( u )  ,x , ,x (u- r l ) , .  . . 
Lz(a,b)  func t ion ,  iiniforrn1.v i n  x s E. 

x(a- rv) )  i s  dominated by a 
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Remark 2.3 
convex and closed i n  H ( ( a , b ) ; P ) .  

been defined w i t h w t  constraints on the LZ(a,b) n o m  of i t s  derivative, i t  i s  clear 

that  any optimal control 'li (J(G)< 04) ) must sa t i s fy  

I t  is not d i f f i c u l t  t o  prove that  the set U of admissible controls is  

In addition, we remark that although u E: U has 1 

e g 

Before we consider the problem of locating an optimal control G E U ,  we 

shall f i r s t  establish tt,e existence, uniqueness, and continuity properties of 

solutions t o  (2.1) for  any given u i n  U. 

these resul ts  wi thou t  proof , since the srguments required involve quite 

standard applications of uniform contraction principles ([18] , p. 7 )  , hypothesis 

(Hl),  and tne growth condition (2.2) (see § 1 . 3  o f  [14] for  de t a i l s ) .  

In the theorem t h a t  follows we s t a t e  

Theoren! 2.1 

interva'l [a-r,b] which depends continuously on { @ ( 0 ) , 4 , u l  E Rn x H (-r,O) x H ( ( a y b ) ; R m )  

in the Rn x L2(-r,0) x L 2 ( ( a y b ) ; R m )  topology. 

There ex is t s  a unique (continuous) solution x t o  ( 2 . 1 )  on the 
1 1 

52.1 An Abstract Reformu:ation o f  the Control Problem - 

We next establish an equivalence between the notilinear nonautonomous FDE 

( 2 . 1 )  and a n  abstract  evolution equation ( A E E )  in an infinite-dimensional s t a t e  

variable. The abstract  framework established in the present section i s  similar 

i n  s p i r i t  t o  [ lo]  and [ 3 1  and i s  well-established in the FDE l i t e r a tu re  (see,  

for  example, [ 61 and the references therein).  

.The s t a t e  space will Le defined t o  be the infinite-dimensional Hilbert 

s?ace Z = Rn x L2(-ryO) w i t h  norm 1 . 1  induced by the inner product 

c ( E , $ ) , ( . ~ , x )  > 5 E,& + I $q. 

F ( t , S , Q )  = f ( t y ~ y ~ y ~ ~ ( - r l ) y . . .  ,$(-rV))  and A ( t )  : W + Z by 

0 
-r 

For { t , C 9 $ )  in [a ,b ]  x Rn x C(-r,O) we define 

1 &ere W = C ( $ ( O ) , $ )  E Z I $ E H ( - r y O ) ~ ,  and DQ denotes the L2(-r,0) function 

t h a t  i s  th,e derivative of $. 
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Details of the refornulation of (2.1) as  an equivalent evolution equation 

on Z may be found i n  [ 81, where the saw FOE i s  examined i n  the context of  a 

parameter estimation problem (where coefficient parameters as we1 1 as defays 

r l ,  ..., r and i n i t i a l  da t a  (1$(0),4) a r e  unknown).  The resul ts  i n  section 2 o f  
V 

[ 8 1  may be readily extended t o  the FDE control system under consideration here; 

we s t a t e  those f ind ings  inLemma 2.1 and Theorem 2.2. The f i r s t  of these resu l t s  

describes how t o  construct an equivalent topology for  Z so t h a t  the nonlinear 

ouerator A s a t i s f i e s  a dissipative-type inequality. 

analogue of similar estimates found  i n  [6] and 11 

calculations and i s  the foundation fo r  our theoretical development w i t h o u t  the 

The lemma, a nonlinear 

, greatly simplifies our 

use of semigroups. 

lemma 2.1 

inner product on Z by < y , i >  

Let y = ( [ , a )  and z = ( 6 , ~ )  be g iven  i% Z and def ine a new weighted 
0 

= 5 5  + f tjJ(e)x(0)0(8]d0 where F is  given on 
P -r 

2 Then <A(t)y - A(t)z ,y-z>p (w( t ) ly-zIp  for  a l l  y,m E W and almost a l l  t E fa ,b] .  

The function w > 0 i s  in L l ( ( a , b ) ; R )  and i s  Siven by u ( t )  = 7 m , ( t )  + + 7 m , ( t )  
3 v 2  

The equiva?ence of the FDE ( 2 . 1 )  t o  an evolution equat ion i n  z ( t )  E Z isl  

established i n  the next result. 
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Theorem 2.2 . Let y(t;rlu)  = ( X ( t ; C , U ) , X t ( S r U j ) s  where x is  the solution to  

(2.1) corresponding t o  5 = (+(O),$) E G! and u E H 1 f(a,b>;Rm), Then y(cgu) i s  

the unique solution on [a,b] to 

(2.51 

for (B(a)u(a),O) E 1. 

uniform’ly continuol;s i n  {g,u) E W x H ( ( a , b ) ; R m )  ( i n  the Z x L,((a,b);Rm) 

topology) uniformly i n  t E [a,b]. 

t 
z ( t )  = 5 + 1 CA(a)z(a) + (B(a)u(a),O)Ida, 

P 
a 

Furthermore, y(t ;r ; ,u) E Z is continuolls i n  t E [a,b] and 
1 

Remark 2.4 

finite-dimensional s ta te  variable x ( t ) )  and an AEE ( in  the infinite-dimensional 

s ta te  variable z ( t ) ) ,  the inf in i te  dinensiorality of the l a t t e r  i s  actually 

inherited from the FDE in t h a t  the L2(-r,0) h i s t o r y  o f  x on [t-r,t) i s  required 

before the soluziori x t o  the FDE 

Although we have established ail equivalence between an FDE ( i n  the 

nay be defxrnfned a t  t. Thus any computational 

d i f f icu l t ies  associated w i t h  (2 .5)  arc not  due to the approach we have taken here 

b u t ,  rather,  may be traced t o  the inherent in f in i te  dimensionality of the under- 

lying FDE. 

In  view of  the equivalence established between the 

systems, we may now restate  the control problem P i n  t h  

i s ,  we wish t o  f i n d  a control E U that  minimizes 

FDE 2nd the AEE 

s abstract  s e t t  

dynami c d  1 

ng. T h a t  

b 
+ 1 {u(t)a(t) + i ( t ) S ; ( t ) ) d t ,  

a 
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1 .  

where no : Z + R" and nl : Z -c L2(-rsO) are  defined by nO(tSj) = 5 and ?I~(&$) = J I s  

and z(t;u) sa t i s f i e s  the AEE (2.5). 

dcveiopnient i n  13 are summarized f n  t h e  following theorem. 

Several properties o f  P important t o  thz 

Theorem 2.3.  Let Uk he given i n  U ,  k = 1,2,. . . Then 

(i) the cost  functional J (bk)  -). 0 i f  I;,] 3 0 0 ,  

1 (ii) the functional 3 i s  weakly lower semicontinuous on H ((a,b);Rm), and, 

( i 5 i )  the control problem P has a solution i n  u. 

- Proof: Trivial argments establish ( i ) .  For ( i i ) ,  we will l e t  { u k l  E U be given 

such t h 3 t  u k  converges weakly t o  some u 

J(u)  5 lim J (ukj .  Rellich's  Lemma ( the 
k-s Q 

i s  compact; see, f o r  exaqple, [ l G ] )  rnay 

o f  u to u i n  L2 so that  we may u':ilize k 

1 i n  H ( (a ,b) ;Rm),  and Pstablish t h a t  
1 injection o f  H i n t o  L2 

be employed t o  o b t a i n  strong convergence 

cositinuity properties of z t o  claim that 

z ( t ; u k )  + z ( t ; u )  i n  Z, uniformly i n  t (Theorem 2.2) .  I t  immediately follows t h a t  

a n d ,  fo r  t E [ a , b l ,  



10 

In fact ,  the last  

that  

convergence is aotrinated because we may f i n d  co E R such 

due t o  the fact  that  ( t , v )  -f n o z ( t ; v )  i s  continuous and hence bounded on the 

compact s e t  [a,b] x 7, where V = (u,t. 
. _  

The remaining terms i n  3 are  . '- 

b b 
1 
a a 

t ) R u (  t ) d t  + 1 ti( t ) S i (  t ) d t .  

We note. that  for any positive semidefirite m x m matrix K ,  the mapping v -+ l v l K  

def i ned by 

i s  continuous w i t h  respect to the L2 norm a n d ,  due t o  i t s  convexity properties, 

i t  is  also weakly lower semicontinuous on L2  (Mazur's Jheorm; see [15], p. 422; 

[z], p. 30). Hence j U k l R  + l u l ,  since u k  -+ u i n  L* and 161 < lim l i k l s  

since i i n  L2. The proof of ( S i )  i s  complete. 
'- k-tm 

k 

( i i i )  Since J (u )  2 0, there exis ts  a 2 0 such t h a t  u = i n f  J (u )  = lim J (uk )  
U E U  k+ 

for som? sequence f u k l  i n  U. 140 must have I;,] K O  for  some K > 0; otherwise, 0 -  



there ,?xisLs a subsequence {u I 1 such t h a t  

contradicting u 2 J (v)  < 10 f o r  any v E il. 

-P 10 aid c 3 l i m  J(!i = = a  

kj kj- kj 

Finally, :nai:ing use o f  the bounds, 2 KC and [u,(a)[ 5 K, we :stht!ish 
1 that  ( u k 3  is bounded i n  H so that  {uk)  mitt ha-!e a subsequexe u 

1 weakly to  < i n  H ((a.b);Rm). In f ac t ,  
1 implies t h a t  U i s  weakiy closed i n  H ([23, p. 30). 

conierping 9 
i s  i n  U since U closed and convex 

The observatior that  u is 

a solution to the control problem P fo'llows imcediately from the lower serni- 

continuity of J sinca 

53 Approximate O?timal Control Problems 

Our objective i n  th i s  section is  to  construct a sequence of control prcblems 

P", each o f  which depends on a finite-dimensional t rd ina ry  d i  iferr:ritial equation 

(ODE), t h a t  will serve t o  approximate P, a cornputationally d i f f i c u l t  cc trol 

problem governed by an  FDE (an i n f  i n i  te-aimensioiial s t a t e  equation). Conver,Lional 

op t imiza t ion  techniques nay then be applied t o  f l .  applying standard OPF software 

schemes each time a so lu t im t o  the s t a t e  equat i f -  j s  required. 

;pproxirnation framework we dweioo i s  baaed on l iqear splines,  an extznsion o f  

t k s e  ideas t o  arbi t rary order splines i s  eas'ily acxmpl i shed  by sdding zddi :.iLna: 

Aithou?i. the 

smoothness hypotheses til f and r a k i n g  minor modifications i n  the arguments given 

below (see the theory developed i n  [ l C ]  on h'qich a l l  o f  oer work here i s  based). 
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M For N = l ,2 , . . . r  we shali define the l inear  spline subspace Z of 2 by 

ZN = C(+(O) ,$ )  E Z I + i s  a piecewise l inear  spline w i t h  knots 

N r .  a t  t j  = - j a ,  J = O,I ?...,HI , 

and the orthogonal projection ( i n  the < e , - >  topology) of Z onto ZN along (ZN)' 
will be denoted byPN. The nonlinear operator A N ( t )  : Z -c IN will be defined by 

AN(t )  = PNA(t)PN for  t E [a,b]. 

P I 5 W, N the d m a i n  of A ( t ) ;  i n  addition, A ( t )  may acutally be viewed as an 

operator on ZN 5ecause PNzN = z N for  any z N N  2 . 
equations on Z , N = 1,2,  ..., by 

P 

N We remark here that  A ( t )  i s  well-defined since 
N N 

We may now define "approximating" 
N 

t 
( 3 . 1 )  z N ( t )  = PNg T {AN(o)zN(u) + PN{8(~)~(u),0)}d~, a t b, 

a 
N each of which nay be replaced by an equivalent ODE on Z , 

[ iN(t) = AN( t ) zN( t )  + Pi4(B(t)u(t),0), ' a < t 5 b 

N 

Corresponding to the new s t a t e  spaces Z and 

Since Zn i s  finite-dimensional (each element of  Z 

by i t s  value a t  N+1 knots). 

"approximating" equations on IN, we may define a n  "approximate" control problem 
N for each value of N. 

minimizes J ( u )  over a l l  u E U ,  where the "approximate" cost functional J 

defined in a natural way from the form o f  J i n  (2 .6) :  

i s  completely determined 
N 

We shall l e t  P denote the problem of finding u E U that  
N N i s  

Let 



b 
+ I { u (  t ) R u ( t ) d t  i- i( t)Sii( tf l d t ,  

a 

where ( K  N ( 0 ) ,  I C ~ )  = PN(,(0), K) E Z N and t + z N ( t ;u)  denotes the solution to  

A t  this point i t  i s  approgriate t o  characterize properties of A N (t) ,  PN, 
(3.2) correspondilig t o  u E U. 

and solutions t o  (3.2); i t  i s  no t  surprising t h a t  most of these properties a re  

inherited from the i r  infinite-dimensional counterparts i n  92.7 and 52.2. 

Lemma 3.1  Let y and z be g iven i n  Z. Then 

<A N ( t ) y  - A N ( t ) ~ ,  Y-Z> < w(t)ly-zl, 2 
0 -  

for evpry N and almost every t E [a,b]. Here w i s  deft 
w ( t )  = 7 3 m , ( t )  -+ 7 v + u 2  2 m,( t ) .  

i i n  Lemma 2.1 by 

Proof: The resul t  foliows immediately from the same dissipative-type eatirnate 

on A (  t) , because 
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- f o r  almost a l l  t E. [a,b]. 
I-I 

Theorem 3.1 

u n i q u e  so lu t ion t+z  ( t ; c a u f  E 2 to (3 .2 )  continuous on Ea.,&] w i t h  the property 

that the map . 

Let F = ($(O),@) E W and u E U be given. Then there exists a 
N N 

N 
IS lU)  + z ( t ; c , u )  

is uniformly continuous ( in  the Z x Lz((a,b);Rm) topology) uniforrnly i n  N and t. 

The proof of  th i s  resu l t  may be found i n  [ 8 )  i n  the context of a parameter 

estimation problem and will not be detailed hLre; the idea i s  to use a Galerkin- 

type procedure t o  rewrite ( 3 . 2 )  as an ODE i n  spline basis coefficients of z (t)* 
so tha t  we obtain existence, uniqueness, and coittinuous dependence of solutions 

t h r o u g h  an  applicatirtn of conventional ODE theory. 

br ief ly  describe the l inear  spline basis elements and the ODE fn the bas-is 

coefficients,  although we refer the reader t o  [ 8 ]  for the de ta i l s  o f  this con- 

struction (which i s  in the s p i r i t  o f  [lo]). I n  the case of .the scalar equation 

(where ZN 5 R1 x L2((-r,O);R ) ) ,  l inear  spline basis elements are  given by 

N 

For future reference, rJe 

1 

N N N  
j J 1  

where eN i s  the piecewise l inear  spline i n  Z characterized b y e . ( t . )  = 6 i j ,  6 i j  

t h P  Krcinecker delta symbol. N N Then any function zN w i t h  z ( t )  E 2 can be written 

E.1 N -N N N 
z (t) = 1 !vj(t)ej, where w . ( t )  J E R1; extending to  Z C d Rn x L2(-r,0), we have 

j = O  

El 1’1 ^ N  N 
I ;t) = 1 w . ( t ) e .  where now w . ( t )  E: Rn. 

n ( ~ + I ) - v e c t o r  w ( t )  = col (w,( t )  ,. . . ,wN( t ) )  o f  basis coefficients becomes 

In e i ther  case, the ODE i n  the 
j = O  J J  J 

N N N 
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I . ;  * 

N 

j=O 
ri N N  N N where c = col(rO,c l,...,cN) i s  defined by P c = 1 cy.!. The n(N+l)-square 

rt N TIV matrices Q and HY2 are given by QN = Br'(0)TBN{Q) + B ( e )  8 ( e ) p ( e ) d e ,  w i t h  
-r 

3 P! = (eo,. N . , , e,) N 0 I ,  I represents the n x n identity matrix,-@ denotes the. 

Krcnxkr  ~;radiict, and 

1 where here < *  ,.> denotes the p-weighted L2( (-r,O);R ) inner product. 

P I  = 2 , 3 ,  ..., b o t h  Q and H,2 have simple three-band matrix forms, exhibited 

For 
N PI 

here for  the special case of v = 1 (so p ( o )  5 i ) :  
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HY2 = 

. . _ .  

I. 

Finally, we need only make minor modifications i n  the proof o f  Theorem 2 . 3  
N to establish t h a t  P enjoys many of the rtaine properties as P: 

. 



Theorem 3.2  Lct uk be givcn i n  U ,  k = 1,2 ,... . 

( i )  the Nth cost  functional Jr"(uk) 3 ~3 i f  1;,1 + 0 0 ,  

Then 

ri 1 ( i i )  the functional J i s  weakly lnk&r semicontinuous on t! ((a,b);R'"), and, 

N ( i i i )  P has a solution i n  U .  

53.1 Convergence of S ta te  Variable Approximations 

From our f i n d i n g s  i n  the preceding sections we a re  guaranteed the existence 
o f  a squsnce o f  optimal p i i r s  { ( u  -PI , z 11 ( ( 1  -PI ) ) >  where each cN i s  a solution t o  

ri -PI  $'.and z ( u  ) i s  the optim?l solution t o  (3.2) corresponding t o  uN. We habc 

ye t  t o  establish tha t  the sequence of pairs  converges i n  any meaningful sense 

to  (G,z(G)> where 'li i s  a n  optimal control for  the original control problem P 

and z(M) i s  the corresponding solution to  the original AEE (2.5).  

t o  this endeavor is  the requircmnnt that  the aijproximate s t a t e  variables 

Fund3mental 

1 $ ' ( t ; u )  cmverge t o  z ( t ; u >  itniforlnly i n  u E U1, where U is  a suitably res t r ic ted  

subsot of U. 

o b j x t i v c s  i s  to  demonstrate the convergence of J ( u  ) t o  J ( i ) ,  so that  an 

To motivate the definition of U', we remarl: t ha t  one of our 
N -N 

. iiymximatc cost may 

t h q t  i s  .inportant i n  

cnd, any sequence of 

charactnri zed by the 

,J (11 + 0 as l Z N t  -t 
va r i a b 1 e c o nve r y enc e 

In what follows 

11 -ri 

be computed for  PI sufficiently large ( i t  i s  actually J(CN) 

practice b u t  it. too i s  approximated by J ( u  ) ). N -N To this  

controls {zN} 
property tha: 

a. I t  is not 

- N ; vrhcre II is  a solution to  P". must be 

1ii"I 2 M, f o r  some M - > 0, or we will obtain 

unreasonable then t o  want t o  prove s t a t e  
I uniform i n  ii c u 

vie will establish tha t  solutions z (5.9) t o  

~u f: u I 1 ~ 1  < MI. 
N 
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N = 1,2$. .., converge to  z ( r , g )  the solution to  

(3.5) 
t 

z ( t )  = 5 + I EA(u)z(u) + ( g ( u ) , O ) I d g  
a 

uniformly i n  g E A = {g  E H 1 (a,b) 1 Ig (a ) l  2 K1, 141 < K21 for a l l  t E fa,b] 

and q E W. (There will be no d i f f i cu l t i e s  encountered i n  replacing g(c)  by 

B ( t ) u ( t )  when we return to  the control problem formulation.) Our approach will 

be i n  the s p i r i t  of [ 8 ]  where convergence i s  f i r s t  mnonstrated for 

a smooth subset o f  W x A. 

i n  

2 Definc S = E ( $ ( O ) , $ )  E Z [ 9 E H (-ryO)}. For any constant I4 0 and 
1 g = (+(€I),+) i n  S, l e t  I(s,!!) be given by I(c,M) = Eg E. H ( a , b ) (  161 - < M and 

g ( a )  = i ( 0 )  - F(ay4(0 ) ,+ ) l .  

t o  show i f  i is chosen from S and g E 7 (c,M), because z f t ;c ,g)  will be suff ic ient ly  

N Convergence of z ( t ; c , g )  to  z ( t ; r , g )  i s  n o t  d i f f i c u l t  

smooth t o  a l low use o f  certain standarci spline estimates, 

siimmarized i n  the tw  rather technical resul ts  t h a t  follw. 

These vemarks are 

. . -  . .  

Lemma 3 . 2  ( i >  For any M - > 0, the solution t+z ( t ;2 ; , g )  t a  (3.5) corresponding 

t o  c E S and 3 E 7(c,M) i s  such t h a t  z (8)  E S for  a l l  

t E [a,b]. 

(ii) S i s  dense in W .  

The proof o f  (i) requires hypotheses (Hl) - (H3j and i s  presented i n  detai l  

i n  Lemma 3 . 2  o f  [ 8  ] ( the arguments are applicable here ?mcause 5 E S and 

g E 7(c ,M) implies t h a t  the pair { r , g )  c 1,  where 1 i s  definea i n  C8 and d i f f e r s  

from S(:,!l) dzfined here). Part  (ii) o f  the lemma i s  a sjtandard resul t  from the 

theory of Sobol ev spaces. 

If z = ( q . t ( O ) , $ )  i s  sufficiently smooth, standard spli ie resul ts  (see,  for  

example [27], [28]) may be invoked to  characterize the o,&i- of convergence of 



Fi N N t~~ to $ and D [ J I , )  to @, where 

(with knots a t  t ! y  f o r  '#. The convergence rates outlined in the lemma that J 
foIlo1:is are established i n  [lo], 181 and are derived from t h  

mates and thc ' fact  tha t  IP z - ? I p  - 1(1+(0), !) - 2JP f o r  all N. 

is the interpolating linear splinz? function 

N PI 

Lemma 3 . 3  

zlemcnt P z of 2 . 
Let z = (JI(O),~) he given i n  S,  and denote by ( 9  N ( O ) , J I  N ) the -- 

N N Then the following estimates may be obtained f o r  N suf f ic ien t ly  

whore kl and k2 are  positive constants. independent o f  fS. 

\de now consider the problem of demonstrating the convergence of  z N ( t ; c , g )  

t o  z ( t ; r ; , g )  :iniformly i n  g E A .  To th i s  end, we establish preliminary estimates 

t h 3 t  f x i l i  t a ta  the uniform cnnvcrgence proofs. 

-_.I- I.nmm3 3.4 

( x ( t ; g ) ,  x,(g)) denote t h o  so lu t ion  t o  (3.5) corresponding to 5 and g 2 T(<,M), 

t c [a,b?.  Then 

Let I./1 - > 0 and r; = (+((I),$) E S he  given, 2nd l e t  t -+ z ( t ;g )  = 

(i) the mapping 
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( i i )  there exists a constant k = k(q,M) > 0 such that  

lv2xt(s)I 2 k 

f o r  a11 g E I ( c ,M)  and almost a l l  t E [a,bJ. 

- Proof: To establ ish ( i ) ,  we demonstrate first the uniform continuity of the 

map 

(3.9) ( t * d  + F(t*x(t;s) ,xt(9)) 

from R x L2(a.b) t o  Z f o r  (t,g) e [a,b] x jmf (here '1(5,M) denotes the 

closure of T(5,M) i n  the L2 topology). Since T ( < , M )  i s  bounded i n  H ( aPb)9  

land t h u s  the set i s  precompact i n  L2(a,b)), the continuity of z i n  t and g 

established i n  Theorem 2.2 guarantees tha t  

1 

is  compact i n  R x Z x R". 

arguments needed t o  obtain uniform continuity of the function given i n  ( 3 . 9 ) .  

Hypothesis (H2) ma2 be invoked t o  complete the 

To complete the arguments fo r  ( i ) ,  l e t  E > 0 be g i v e n  and l e t  g ,  g' be 

chosen i n  Z(c,M) s x h  that  ls-g'l < 6 ,  6 = 6 ( ~ ) .  I t  follows that  . 



-r 

< E  

unifornly i n  t and g, where we have used the c o n t i n u i t y  of i t , g ) + F ( t , x ( t ; g ) , x t ( g ) J  

j u s t  e s t a b l i s h e d .  These estimates v e r i f y  t h e  uniform c o n t i n u i t y  o f  t h e  map 

g -+ A ( t ) z ( t ; g ) ,  

uniform i n  t. 

from an a p p l i c a t i o n  of the t r i a n g l e  i n e q u a l i t y :  

Ca,bl ?(c,M), 

F i n a l l y ,  the c o n t i n u i t y  of k ( t ) z ( t , g )  i n  the pa i r  ( t , g )  fol lows 

For ( t , g )  and ( t ' , g ' )  i n  
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where the f i rs t  and thi 'rd terns may be made a r b i t r a r i l y  small us'rig the previous 

argirmmts. In nddit ion,  the middle term i s  small for  it-t' 1 small S I L ~ C C  

Lmma 3 . 2 ( i )  rn3y be used t o  demonstrate t h a t  k i s  uniformly c o n t i r m u s  i n  

i E [a-r,b]. The des i red  ccntinti i ty o f  

t l i 2 n  obtains.  
2 

(i;) Let M be f ixed and consider  1.0 x t ( g ) l  f o r  a ? l  g E T(5,M). The 

d i f f e r z n t i a b i l i t y  of f (assumed i n  (H2))  y i e l d s  

Y ( t )  = f,(t,x( t) , X t , .  . * )  + f g ( t , x ( t ) , x t ' .  . .);(.e) 

V 

+ 1 f ( t , x ( t ) , x  ,,... ! i ( t - r i )  + j(t) 
i=l Y i  

f o r  t E (a ,b) ,  whEre f denotns the Frochet de r iva t ive  of f(o,(.$.yl ,. . . ,yy) 
w i % h  respzct t o  6 ,  6 = a,~,$,yl,...,.v,,. The global Lipschit.? prcperty f o r  f 

6 

I 
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ensu res  t ha t  these d e r i v a t i v e s  (excluding f G )  arc bounded, so that, f o r  almost 

a l l  t Q ( a , b ) ,  

[ P 5 ( t y x ( t ) . x t , . . . ) i ( t ) l  m , ( t ) i i ( t ) [  

Jc$Ct,x(t) ,xt , . . . ;  itll m l ( t ) l i t l ;  

tic ob ta in  s i m i l a r  e s t ima tes  f o r  fy . 

(3.19) I'x"(t;g)l 5 ] f a ( t , x ( t ) , x  t,...)l -+ m l ( t ) (  

almost evwywhere on [a,b] fo r  L 5 sup { [ i ( t ; g ) l ;  

That L is  f in i te  i s  e a s i l y  obtained from the f a c t  

for  t E (a ,b ] ,  

Thus, 
i 

+rl'* + V)L + 1 i ( t )  1 

tt: Ca-r,bl, g E lE3)1. 
t h a t  i = H1 on [a-r,a] and, 

where the f i r s t  term i s  bounded (uniform i n  t m d  g )  from arguments developed i n  

Thnrcfore,  from ( 3 .  IO), 



Y ORI 24 
OF 

for a l l  t E [a,b] and g E T(c,bl), where k = k(r;,M) is f i n i t e  since 151 Z V  and 

( u s i n g  (H3)) the map (e,$) -+ f ~ ( @ , ~ ( ~ )  ,*,$(- r ? )  ,... , $(-rv)) is bounded (continuous) 

over a l l  (e,$) i n  the compact s e t  ( ( t , x t ( g ) ) l  t .c  [a,b],g E rim?. 
1.1 

N Lemma 3.5 

t o  (3 .4 )  and (3.5) respectively, correrponding to  5 and g e A. 

M 0 ,  

Let r; = (4{0),+) be given i n  S, and l e t  t and z denote the solutions 

Then, for  any 

uniformly i n  g E T ( r ; , M )  and t E [a,b]. 

N N Proof. Let A (t> = z ( t )  - z ( t ) .  Then 

$IF? apply a commonly used resul t  from analysis: 

x : [a ,b]  + X i s  given by x ( t )  = x ( a )  -+ 1 v ( u ) d a ,  then l x ( t ) I 2  = Ix(a)  I 

t 2 

[ l? ,  p.  1001 that  { x ( t ) l  = < i ( t ) , x ( t ) > ) .  I t  follows t h a t  

If X is a Hi?t;ert space and i f  
2 t 

a t 
<x(a),v(a)>da ( t h i s  is  actually a restatemmt of the we?l-known resul t  

a 
d l  2 



2 using 2ab 5 d2 + b and t i d e  dissipative result f o r  AN. An apF?icatioF o f  ?he 

Grorrwa'll inequality estab'l ishes 

b 
IAN(t)/E 5 [c,(N) + E ~ ( N )  + c3(Nf] cxp 1 Z(w(a)+l)dt, 

a 
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N To demonstrate the desired convergence of E (t) t o  r ( t )  i t  suffices to show 

that cl(N) -t 0 as N -+ - 8  uniformly in g E T(c,M); that the convergence i s  unifom 

in t i s  readily seen. 
From Theorem 4.1 of [lo] we obtain the strong convergence of P N t o  It 

over Z. 

converges t o  zero uniformly in g e l ( c s M ) .  

I t  i s  clear then t h a t  cl(V) J. 3 and tha: the integrand i n  e&!!) also 

Uniform d ~ m ~ n a ~ ~ o n  i s  established 
__. 

a 

uni form Domi na tcd  Convergence Thewem {see p. 241 

of [171) t h a t ,  fo r  each M - 0, E3(H) -+ 0 ar  N 3 W, uniformly i n  g E T(<,P!) ,  

Finally, t o  demonstrate the convergence o f  a 2 f N )  t o  zero. ~e le t  ( y  ( r  

represent P z(u) = P (xa(0),xu) and observe tha t  

N 
‘ I )  E: ZN 

0 0 
N N 



N 
To complete the proof we demonstrate the dominated convergence o f  Ti(u) 3. 0 

uniformly i n  g 'E T(c9M),  f r cqucn t ly  applying the spline es t ima tes  given i n  Lemma 3 . 3  

(wh ich  are va l id  because 5 E S and g E 7(c ,M)  implies  t h a t  Z(U) E S for a l l  

u E [a,S]). From (Hl)  and (3.8) wo o b t a i n ,  f o r  P.1 s u f f i c i e n t l y  l a rge ,  

where ID2xu12 2 k2  ( 3 . e .  i n  u )  f o r  a l l  g E T(s,id) from Lemma 3.4. The s p l i n e  

es t imate  i n  (3.7) e s t a b l i s h e s  t h a t ,  f o r  N s u f f i c i e n t l y  l a rge ,  

-N N i , ( u )  -L 3 and T2(a) +. 0 uniformly in  so thaf  VI? have, fQr almost  a l l  u E [a,h],  

g E T ( ; , : + ? ) ;  i n  add i t ion ,  

so thst each i s  dominatwl un;forrnl:t i n  g by an in t eg rab le  functior?. F ina i ly ,  
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. .  
N -+ for every Q E [a,b] from t..e strong convergence of P N t~ I 

on 1. 

V -= ; fF(o,x(o;g),x~(g)),ax~(g)) I o E. [a ,bf ,  

Lemma 3.4(  i 3 .  

In fact, the convergeice i s  uniform on V 5 Z, where 

g t i s  compact fram 

Uniform domindted convergence follows simila 

Theorem 3 . 3  Let 5 = ($(O),$) be fixed i n  W. Then 

N z (t;c,g) + z ( t ; r , g )  

as N -c uniformly i n  g E A and t E fa ,b] .  

- Proof:  Let E > 0 be given. From the uniform con t inu i ty  of chc maps 

(uniform i n  t and N) , 6 > 0 may be determined so t h a t  

[ z ( t ; c , g )  - ~ ( t ; s o , g o )  I, E / 3  

for  a l l  t E [a ,b]  and N = l , Z ,  ..., whenever It; - col < 6, 1g - yoI < 6. 

S i s  dense i n  W we may select  co = ( ~ , ( O ) , I $ , )  E S that s a t i s f i e s  th i s  condition. 

Since 



In addition, i t  i s  a straightforward b u t  tedious exercise to  sompute klo (which 

depends on E #  $-,a andK,,  K2 from the definit ion o f  4) such that ,  for any g E A, 

we may construct go E l(co,Mo) t h a t  s a t i s f i e s  lg-g,]l 

g, one might look for a function go o f  the fwm 

8 ,  For example; for a given 

i f  No is  chosen carefdlly (sen pp. 76-78 o f  [14] for  de t a i l s )  then i t  i s  not 

d i f f i c u l t  t o  show tha t  lbol 2 Mo and lg-gol c 6 so long as  T i s  positioned 

appropriately i n  [a,b]. 

No 0 such tha t  

Therefore i t  follows from Lemma 3 . 5  t ha t  there ex is t s  

for N 2 No. 0 
the choice of No depends on 7(~OyMO), i.e., on r; ( th rough r; >, E and A. 

fol  lows immediately t h a t  

The convergence i n  the middle term i s  uniform i n  g E T(cO,MO), so 

i t  0 

unifor.nly i n  q E A and t F. [a,b]. 
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53.2 Convergence of Optimal Controls 

In 83 we established the existence of an opt-imal control IN for each 

approximate control problem #, and a solution z ( t ; u  ) = (xN(t;uN),x:(?]) t o  

(3 .2 )  associated w i t h  uM. 
N problem P may be used to  compute numerical solutions fo r  the original control 

problem P. 

N -N 

Our  f inal  resu l t  indicates whei, the approximate 

Theorem 3.4 Let GN} denote a sequence of controls i n  U whereGN is optimal 

for  the approximating control problem P . Then there i s  a control E U and 

a subsequence {uNk1 o f  {xN) such t h a t  

N 

-.Nk - 1 ( i )  u -L u i n  H ! (a ,b) ;Rm),  

( i i i )  Nk Nk uniformly i n  t E [a,b], where x ( t )  = "0' ( t )  

and x ( t )  = n o z ( t )  are the f i r s t  components of the solutions t o  (3.2) 

and (2.5) I respectively, 

Nk -Nk ( i v )  J ( u  ) -+ J(U), and 

( v )  u i s  a solution t o  the o r i g i n a l  control problem P. 

N - Proof: 

true because P (K(O), IC)  -+ ( K ( O ) , K )  i n  Z and z ( t ; v )  -+ z ( t , v )  i n  Z ,  uniformly i n  

t E [a ,b] ,  from Theorem 3 . 3 .  

o r  there would ex is t  a subsequence {?k} such t h a t  I< I + -, and thus 

Ne f i rs t  remark t h a t ,  fo r  any v E U, J ( v )  + J(v);  this is t r i v i a l l y  
N N 

The sequence must have the property t h a t  [ ? T N I  5 M, for  some M - > 0, 
O N k  



Nk -Nk J (u ) +. 90, which contradicts the inequality 

fo r  any v E U. T h i s  resu l t  and the definit ion o f  U establ i  
1 bounded i n  H ((apb);Rm). We may therefore extract  a weakly convergent sub- 

Nk sequence {?3 1 such that. r;Nk A u i n  H1, for>some 7 E U ,  proving ( i ) .  The proof 

of ( i i )  is an application of  Rellich's Lemma. 

needed i n  ( i i i )  , we employ Theorems 2.2 and 3 .3  t o  observe tha t  

"1 i 

To demonstrate the convergence 

I x  Nk (t;< Nk ) - x(t;ii)! 2, 12 N k  ( t ; u  -'k ) - z ( t ; i ) l ,  

as N k +  ~0 unifomly i n  t E [a5blg where convergmx i n  the First tern -is uniform 

in I I  since B U  e { g = ~ v  1 v E U ,  MI c A. - - -.Nk -Nk 

Finally, the weak lower semicmtinuity o f  J and the convergence o f  
Nk Nk .- -'k -Nk z ( t ; i  ) to z ( t ; u  ) uniform in i u  )may be used to demonstrate 

J(C) 2 lim J(GNk) 
Nk"" 

= lim J Nk ( u  -Nk ) - 

- Nk -Nk - < lim J ( u  ) 
Nk+ 00 

- Nk L l i m  J ( v )  
Nk+ 00 

= J (v)  
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for a y v E 0. Thus, the  control UE U must be optimal for the or ig ,aal  control 

problem P. Repeating the same arguments w i t h  i n  place of v we also f i n d  

84 Numericai Results 

En the final sec ion we presen our  numerical findings for a number of 

iner t ia l  control pyirblems governed by functional different ia l  equations. To 

i l l u s t r a t e  the method developed i n  previous sections we chose examples t h a t  were 

representative of problems found frequently i n  applications o r  tha t  were of special 

in te res t  because of their  d i f f i cu l t  or commonly occuring Ron1 inear structure,  

In Example 4.1 we consider Lie problem o f  controlling “che Mach number i n  the 

t e s t  chamber of the liquid nitrogen wind tunnel currently being bui l t  a t  NASA 

Langley Research Center. 

x s in (x )  

Problems w i t h  nonlinearities of the form s in(x) ‘  and 

are examined i n  Examples 4 . 2  and 4 . 3 ,  where i t  i s  interesting t o  note 

t h a t  performance of the spline approximations f o r  each i s  excellent i n  spi te  of 

the fact  that  the second nonlinearity i s  only locally Lipschitz (arld thus the 

FDE in question does not sat isfy the hypotheses detdiled above). 

problem presented i n  Example 4.4,  we consider a delay equation w i t h  a nonlinearity 

o f  the Michaelis - Menten type; such an equation i s  c o m n l y  used t o  approximate 

velocity of reaction i n  models involving enzyme-mediated chemical reactions. 

The example also serves t o  i l l u s t r a t e  convergence i n  mcckls w i t h  p o i n t  delays 

i n  the nonlinear part of the FDE, which would be importmt if  one desired to 

model the transport (with a time l a g  r )  o f  substrate/pr&uct molecules i n  and 

o u t  of a compartmeqt where e n q m t i c  reaction takes place. 

In the control 

F ina l ly ,  i n  
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Example 4.5 we compare the' spline-based approximation scheme t a  the averaging 

approximation method devclopcri i n  f31, using an example from that  reference. 

Althcngh the control problem !'s n o t  o f  iner t ia l  type, we are  l e  to success- 

f u l  ly  apply  our method and dcmonstrate that  the spl ine approximations exhi b-i t 

hr-tter performance for th i s  example. 

In the examples that  follow we consider the open loop control problem of 
1 f i n d i n g  G C  U = Cu E H ((0,T);R) I u(0) = 0) t h a t  minimizes 

c 'L f c  ?r 

J ( u )  = $(T)QOx(T)  + b f x ( t ) Q 1 x ( t )  + u ( t ) R u ( t )  + ($ t ) )* Id t  . (4.1) 

where x s a t i s f i e s  

c 'L c % 

i ( t )  = Agx(t)  i- A , x ( t - r )  + F ( t , x ( t ) , x ( t - r ) )  + B u ( t ) ,  0 5 t 5 T, 

1 = $ E  H (-r,O) , 
(4.2) 

? , ? , ' L  ?, 'L 4 

and /lo, A I $  Qo, and Q, are n x n matrices, RE R ,  and 8 i s  all n x 1 matr ix .  

simplify our calculations LE replace (4.%) by an equivalent delay equation i n  

t hz  (n+l)-vectw y = ( x , u )  , 

To 

T 

whzr? v(t) = i(t) i s  now trnatarl a s  the control f u n c t i o n ;  here the (n+l)-square 

mzttriccs A. and A, are g iven  by 
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, .  . : 

c 

where o i s  the zero vector i n  Rn. Similarly, the nonlinearity i s  defined to be 

The cost  functional asscciated w i t h  (4.3) nay now be wri tten as 

where 

are (n+l)-square matrices. 

solution fa r  P , the Nth  approximating control problem f o r  (4 .3) ,  (4 .4) .  

We turn now t o  the problem of determining a numerical 
N From 

( 3 . 3 )  and the discussion following Theorem 3.1, the approximate control prohleni 

i s  t h a t  o f  findin! v N  t h a t  minimizes 



N T over a l l  v E  L2((0,T);R); hare wo (the ZN 'basis coefficients for y = (x,u) } i s  

M Y N where gN is defined from the Z basis coefficients o f  P' (+((I),+), and Q and 

H,* were given i n  53. 

for 9, we applied standard cornputationai routines (such as gradient and con- 

jugate grad'enc schemes; see [23]) t o  necessary ccndi tions for qlJadri3tiC control 

problems governed by nonlinear CCE's (see [22}9 for  example). All computatiotis 

were executed on the CDC 6600 computer a t  Southern Methodist University, using 

a software package developed by Or. D. Reber in 1977 while he was a student a t  

N 

To o b t a i n  an optimal control TiN (and the associated optimal trajectory G ! )  

Brown UniversiLy. 

c r i t e r i a  may be found in [ 3 ;  Section 41; integration of a l l  ODE'S was accomplished 

A ful l  description o f  the optimization package and convergence 

using G i l l ' s  modification of a standard fourth-order Ruvge-Kutta method. 

Since analytic solutions for  these nonlinear problems are not available, 

an independent method o f  checking the validity o f  our  resul ts  i s  desirable. 

To this  end we worked direct ly  with the FDE-governed control p-ctblem give,i by 

(4.3) and (4.4), and applied necessary conditicns for optiinality of delay 

system problems (detailed i n  Theorem VII.2.31 of [24]) .  Zf (y,U) i s  an extrema1 

pair f o r  (4.3), (4.4),  the necessary conditions ensure t h a t  a multiplier 

A (  t) E Rn" exis ts  such t h a t  maximizes 
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1 2  
2 

( i - e e s  v = SX) and x sa t i s f i e s  

= - - v  ( t )  + A(t)CA$(tl + A,y(t-r) + F(t,y(t), T(t-r})+ B v ( t ) )  (4.7) 

- 

t l l  
' where DiF denotes t h e  derivative o f  F with respect t o  i t s  i component, i = 1,2,3. 

Therefore, to  so lve  the original control problem di rec t ly ,  we must solve i! mixed 

advanced/delayed two-point boundary value problem (TPBVP) t h a t  consists o f  

equations (4.3) and (4.8). For our purposes this was accomplished using one o f  

the fourth-order block methods developed by Tavernini [29] for  so lv ing  FOE'S. 
We were able to  construct an apprcximate numerical solution (7,';T) to the original 

control problem by f i r s t  integrating ( 4 . 8 )  backwards t o  obtain h (using the 

spline approximation ii2 in place of 7 i n  ( 4 . 8 ) ) ;  we t h e n  used the method in C291 

once again t o  integrate (4.3)  forward in time t o  obtain 

One need then only check to see i f  h ( T )  2 - Q@T) to determine whether the pair  

(7,v) provides an adequate s t a n d a r d  by which  we may compare the spline approx- 

imat'ons (G: ,  7 " ) .  . A s  will be seen i p  Examples 4.2 through 4.5, these values 

provide a rough, b u t  independent, check on our  approximate numerical solutions 

( s u b s t i t u t i n g  = RX). 



Example 4.1 

the need to regulate the Mach number i n  the test'chamber Gf the liquid nitrogen 

wind "Ln!rel. (Natsonal Transonic Facil*ity - NTF) under cqnstruction a t  PaASA 

Our f i r s t  example i s  an open loop control problem motivated by 

Langley Research Sentzr i n  Virginia. The NTF will be able  to generato r- 

stream tha t  can reach a maximum o f  Mach 1.2 i n  speed, a fea t  accomplished through 

the use of h i g h  speed fans a A  nitrogen gas maintained a t  very low temperatures 

and h i g h  pressure. The liquid nitrogen t h a t  i s  Sprdyed into the tunnel upstream 

of the fan section acts  primarily t o  regulate temperature, while pressure control 

i s  fac i l i t a ted  by veiting nitrogen gas to  the outside of the tunnel; Mach 

number i s  primarily regulated by fan motor speed, a l though subtle variations 

in Mach ncmber are  more easily controlled by making changes in inlet  guide vanes 

in the fsn section. These features o f  the wind  tclnnel are depicted i n  Figure 1 .  

i n l e t  guide vanes 

<- fan section 

1 iquid 
a i  trogen 
injection 

c gaseous 
nitrogen 
vent 

t es t  chamber 

Figure 1 
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To control the Mach number, w2 f i r s t  need an adequate. ,nodel for f l u i d  f l o w  i n  

the tunnel aqd t e s t  chamber. 

different ia l  equations o f  fluid flow we  extremely diffictalc 

tationally and t h u s  would be of limited value when used i n  conjunction w i t h  the 

design of an optimal controller;  a het ter  a l ternat ive appears to be a lumped- 

parameter delay difrerent ia l  equation model [ I ]  i n  which the delays represent 

transport lags o f  the fluid as i t  moves from one section of the tunnel to  the 

other. 

angle (GVA) is given by 

Unfortunately, s tandard  Navier- 

In [l], a model of the relationship between Mach number and gu ide  vane 

(4.9) &t) + M ( t )  = koft-r)  

tihere M ( t )  represents the perturbation of the Mach number f r o m  a given set, p o i n t  

and @(t) i s  the perturbation of  the GVA from a steady state.(??k. 

example?, we will consider the regulation of Hach number from .8 to  a s e t  point 

of .Q, so t h a t  the control problem consists o f  steering N i t )  from an i n i t i a l  

value of - . l  t o  the terminal va:ue 0.0 i n  an e f f i c i en t  manner. 

r i s  approximately .3  sec and,  w i t h  a Mach number s e t  p o i n t  of .9, the con- 

stants k and 5 are given by -0.0117 deg-' and 1.964 sec respectively. 

i n  GVA i s  in i t ia ted  by a gliide vane actuator; the dynamics of this  process are  

approximated in El] by the following ODE in 0 and oA, where OA is the perturbation 

oi' the guide vane actuator from a steady s t a t e  value: 

For this 

The time delay 

Change 

The constants 5 and 'J) are given by .8 and 6.0 rad/sec., respectively. For 

theoretical reasons discussed i n  [ l ] ,  i t  i s  desirable t o  Bet the guide vane 
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I 

actuator ra te  (bA) be the control variable v ( t ) .  

(4.10) we obtain a f i r s t  order !ineat* delay d i f f e r e n t i a l  

Combining equations (4.9) and 

x ( t j  = (N(t),o(t),B(t),8n(t))T, given DY 

(4.11) i(t) = Aox{t) i. Alx(t-r) i. Bv( t )  

where 

and 

0 0 

0 1 

-2r w 2 -. w 

0 0 

0 k 
T 

0 0 

0 0 

0 0 

0 

2 w .1 
O J  

T B = ( O , O , O , l )  . 

Reasonabls i n i t 7 a l  condi+iofis f o r  Y are giver1 by 

and a s teady  s t a t e  value of 1.93 i s  g i v e n  f o r  both the GVA and the 911 . e  vane 

a c t u a t o r .  For the Mach nm5er cont ro l  problen, the cos t  func t iona l  i s  ctloszn 
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t o  be 

,. 

12 
J(v) = $ M2(12) i. 6 {lO4lM2(t) + v 2 ( t ) } d t  (4.12) 

where v = SAc L2('0,12);R). 

Although time-consunling (CPU time = 252 sec) ,  the spline approximation for 

N = 6 gives excellent resul ts  when compared t o  the findings in [l], where the 

approach was to  discret iae  (4.11) by f in i  te-difference techniques. Graphs of 

the rpl ine-based approximation fo r  the optimal t ra jector ies  of  Mach number and 

GVA may be found in Figures 2 and 3 ,  where our  findings are contrasted with 

those of El]. 

Example 4 .2  

f CJ nc t i  m a  7 

Consider the problem of f i n d i n g  :E U t h a t  minimizes the cost 

J (u )  = a x2(2 )  + 

where < and 7 = x(u) sa t i s fy  

The resul ts  of ou r  computations are summarized i n  Table 1 ,  where we present 

apprdximate cost  JN , the spline approximations xN ( f o r  the optimal trajectory) 

and cN ( f o r  the optimal control) ,  where M i s  taken t o  be 4 ,  8, 20 and 32. 

"True" extremals 2 and u were generated from the TPSVP described in the intro-  

duction t o  th i s  section. w i t h  
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!J 

.91 I" 

.90 

.09 

.88 
87 
86 

.85 

.84 

.83 

.82 
-81 
. eo 
.79 

--- Spl ? nc-based 

---I* 

1 2 3 4 5 6 7 8  9 1011 12 

.90 

.09 

.88 
87 
86 

.85 

.84 

.83 

.82 
-81 
. eo 
.79 

--- Spl ? nc-based 

---I* 

1 2 3 4 5 6 7 8  9 1011 12 
Tim?, seconds 

Example 4.1: Elach Number 
Fl[GllRE 1 

11 
10 
9 
8 
7 
6 
5 
4 
3 
2 

. l  
0 

- 1  ir 

Spl i nc-based method 

Finite d i  ffercncct schem? 

l l l t - i i l l t l l  
1 2  3 4 5  6 7 8 9 1 0 1 1  12 

Time, seconds 

Example 4.1: GVA 

FIGURE 2 
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TABLE 1 

R e s u l t s  fo r  Example 4.2 

T i  me -4 
U 

-8 
U 

- 20 
I 1  - 32 

U 
- 
U 

0.00 0.0000 0.0000 0.0000 
0.25 -0,6G74 -0.fiR99 -0.6873 
0.50 -1.2200 -1.2373 -1.2327 
0.75 -1.6453 -1.G611 -1.6551 
1.00 -1.9674 -1.9755 -1,9726 
1.25 -2.2056 -2.1973 -2,1935 
1.50 -2.3681 -2.3385 -2.3462 
1.75 -2.4558 -2.4072 -2.4225 

0.000 0.0 
-0.6874 -0,6858 
-1.2325 -1.2291 
-1.6550 -1.6494 
-1.9725 -1.9645 
-2.1997 -2.1891 

-2.3332 -2.3462 
-2.4232 -2.4087 

2.00 -2.4 i86 -2.4239 -2.4445 -2.4-?53 -2.4303 

- 
X 

- 32 
X 

- 20 
X 

-8 
X 

-4  Ti  ms X 

0.00 1 .. 0000 1.0000 1.0000 - 1.0000 . 1.00a0 
0.25 1.1634 1.1631 1.1633 1.1633 1.1636 
0.50 1.1953 1 .l,S65 1.1875 1.1875 1.188Q 

0.75 1.1314 1.1774 1.1195 i.iw 1.122s 
1 .00 i . o i 6 a  0.9957 0.9981 0.9979 1 * 0041 
1.25 0.8969 0.8717 0.8758 0.8756 0.8862 

1.50 0.7926 0.7727 0. ?756 0.7754 0.7927 
1.75 0.7031 0.6855 0.6580 0.6878 0.71 62 
2.00 0.6223 0.6097 0. 6088 0.6085 0.6564 

--- 

2.4739 2.4605 2.4567 2.4560 -PI J .- 
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as i n  the examples to  follow, we see tha t  the values of 

this way are  rough approximations t o  true cxtremals. 

m d  3 calculated in 

Example 4 . 3  In this examplc, we handle a system containing a nonlinearity 

satisfying only a local Lipschitz condition. -the problem i s  t o  minimize 

2 
J(uf  = 3 x2(2)  + 6 Cx2(t) + u 2 ( t )  -t i 2 ( t ) 1 d t  

-0ver.u E U subject tQ. - . 

i ( t )  = x ( t - I )  + x ( t )  s i n  x ( t )  + u(t) 

+(8) = 10, 

O L t 2 2  

-1 5 8 5 0. 

N N  The spline approximations ( x  ,u ), N = 2,4,8,16,32, for (:,E) are giveii i n  

Table 2, with "optimal" values o f  (x,;) determined from the TPEVP; in this 

example, 

10.3444 
x ( 2 )  = ( -  o.* ) 
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TABLE 2 

Resul ts for Example 4 . 3  

-8 Tims U 

0.00 0.0000 0.0000 0. 0000 
0.25 -0.4320 -0.4693 -0.4794 -0.4842 -0.41382 -0.4920 
0.50 -0.81 20 -0.8646 -0.871 4 -0.8776 -0.13832 -0.8875 
0.75 -1.1401 -1.1767 -1.1875 -1.1?43 -1.2003 -1.2939 
1.00 -1.4280 -1.431 9 -1 L 4421 - 1.4490 -1.4549 -1.4550 
1.25 -1.6901 -1.6699 -1.6755 -1.6808 -1.6861 -1.6798 
1.50 -1.9371 -1.9166 -1.9118 -1.9136 -1.9177 -1.9064 
1.75 -2.1616 -2.1571 -2.1431 -2.1409 -2.1452 -2.1334 
2.00 -2.2910 -2.2932 -2.2807 - 2.2785 -2.2840 -?. 2757 

U 
-4 
U -2 

Tim2 -2 
X .  

0.00 
0.25 
0.50 
0.75 
1.00 
1.25 
1.50 

10.0000 
10.4570 
10.5118 
10.9837 
10 * 4490 
10.4201 
10.3933 

-8 
X 

-4 x 

10.0000 10.oooc 
10.4639 10.4631 
10. SO18 10.4959 
1 c. 4585 10.4589 
10.4279 10.4204 
10.4204 10.4203 
10.4095 10.41 35 

-76 

IO. uooo 
10.46i)3 
10.4949 
10.4579 
10.4167 
10.4224 
10.41 14 

X 

10.0000 
10.4605 . 
10.4941 
10.4569 
10.4149 
1 a. 421 o 
10.41 03 

- 
x 

-. 
7 0. 00CJO 
IO. 4609 
10,4438 
10.4564 
10.4140 
19.421 5 
10.4116 

1.75 10.3658 10.3787 10.3765 10.3784 10.3776 10.3793 
2.00 10.3421 ' 10.3428 1 0. 3457 10.3452 10.3444 10.3457 

165.707 165.700 165.702 165.694 165.692 - PI ,I 
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Exavple 4.4 

type nonlinearity involving the p o i n t  delay x( t - r ) .  We w i s h  t o  find 3 - E  U 

We no@ consider a nonautonomous problem with a Michael is-Menten 

that  minimizes 

where u and sa t i s fy  

I n  this case, the numerical solution of the TPBVP yields f; and such tha t  

t h p  values of (7,T) as  well as  the spline approximations [yN , cN ) fo r  

PI = 2,4,8,16 and 32 are  presented i n  Table 3.  

.- Exanole 4.5 As a final problem we take Example 4.4 f r m  [3] and compare the 

av5raging approximation method detailed there to  the spl irne approximation scheme 

outlined i n  t h i s  paper. 

e r t i a l  typo ( i . e . ,  neither ff nor the form of J requires Ghat 

Although the control problem i n  qwestion i s  not of i n -  

be bounded),  we 

ar?  s t i l l  able t o  apply our  method with success. The prdbfem i s  t o  find 
- 
u C U = L2((0,2);R) t h a t  minimizes 
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TABLE 3 

Results f o r  Example 4.4 

- 
U 

-32 
U 

-16 
U 

-8 
U 

-2 -4 Time U U 

0 * 0000 0.0000 0.0000 0.00 0. 0000 0.~000 0.0500 
0.25 . -0.1429 -0.1530 -0.1576 -0.1 598 -0.1611 -0.1620 , 

0.50 -0.2887 -0. Y51 -0.3091 -0.3118 -0.31 37 -0.31 53 
0.75 -0.4309 -0.4478 -0.4523 -0.4549 -0.4567 -0.4590 
1.00 -0.5629 -0.5788 -0.5847 -0.5870 -0.5882 -0.591 1 

-0.7027 -0,7044 -0.7050 -0.7084 1.25 -0.6782 -0.6966 
1.50 -0.7704 -0.7953 -0.801 3 -0.8024 -0.8024 -0.8060 
1.75 -0.8324 -0.8641 -0. a71 3 -0.a722 -0.8720 -0.8758 
2.00 -0.8573 -0.8901 -0.8987 -0.9001 -0.8999 -0.9037 

- 
- 
X 

- 32 X 
-16 x -8 Time X 

0.00 10.0000 10.0000 lO.OOG'3 10.0000 10. ocoo 10.0000 
3.25 9.7467 9.7291 9.7207 9.71 78 9.71 77 9.691 5 
0.50 a. 9221 8.8599 8.8405 8.8356 8.8340 8.7874 
0.75 7.6345 7.5383 7.5170 7.51 08 7. E088 7.4489 

X 
-4 
X 

-2 

1.00 6.0770 5.9843 5.9646 5.9587 5.9566 5. a925 
1.25 4.4723 4.41 59 4.401 2 4.3967 4.3950 4.3345 
1.50 3.0157 3.0050 3.0001 2.9984 2.9976 2.9464 
1.75 1.8363 1.8612 1.8671 1.8690 1.8692 1.8297 
2.00 0.9837 1.0277 1.0407 1.0437 1.0444 1.0166 

0.6956 0.7548 0.7726 0.7767 0.7777 - El J 



J(u) = 4 x2(2) + $ [ r x 2 ( t )  + u2(%)}dt 

From T a b l e s  5 and 6 of [3] i t  i s  evident t h a t  the averaging scheme works quite well, 

b u t ,  as we shall demonstrate, the spline-based method exhibits even bet ter  per- 

formnce for this example. 

nxtrcrnals (x,$ used for comparison i n  [3] wr? determined from the TPBVP, wherc 

an incorrect version of Tavcrnini's block method was used to  integrate the 

delayed-advanced equations ( in  fac t ,  the error  i s  a misprint on p- 793 of 

Tavsrnini's original paper [29] wherc, i n  the f o u r t h  f i n e  of the calculations 

.for x3(s), 2Fh and 3Fh should he separated by a minus sign). 

example the errors  involved are  s l ight ;  they are more substantial for  Example 4.2 

of t h ?  Sam? refqrence. 

I n  Table 4, the averaging apnroximations 

A t  th i s  point wc wish t o  remark t h a t  the "true" 

. 

I n  t h i s  particular 

and are given for - N  
xAVE 

N = 8 and 32. 

summarizing our findings for  xspL, 

against "optimal" solutions 'i and 

method), where, from t h 9  TTBV?, i t  i s  determined t h a t  

Similarly, M? provide resul ts  for  the spline-based method by 

I4 = 4 ,  8, and 32. Bo th  are compared -N -N 
uSPL,  
(using the correct version of Tavernini's 

.. 

- 
X ( 2 )  = ~ ( 2 )  = - 0.3230 

and 

- ~ ( 2 )  = - 0.3053. 
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TABLE 4 

Results for Example 4.5 

-8 - 32 - 4  -8 -32 
U~~~ UAVE %?t usP_L_ 'SQL _I 

Time - 
0.00 
0.25 
0.50 
0.75 
1 .oo 
1.25 
1.50 
1.75 
2.00 

-2.3083 
-2.1804 
-1.9855 
-1.5751 
-1.1446 
-0.81 73 
-0.5967 
-0.4401 
-0.31 25 

-2.3032 
-2.2706 
-2.1972 
-1.6908 
-1.1318 
-0.7697 
-0.5667 
-0.4327 
-0.31 47 

-2.3331 
-2.3707 
-2.2820 
-1.6921 
-1.0787 
-0.71 60 
-0.5727 
-0.4978 
-0.3960 

-2.3024 
-2.3230 
-2.3034 
-1.7294 
-1.1002 
-0.7427 
-0.5644 
-0.4591 * 

-0.3496 

- 2.2967 
-2.3101 
-2.31 26 
-1.7424 . 
-1.1037 
-0.7497 
-0.5624 
-0.4451 
-0.3265 

I 

-8 - 32 -4 -e  -- 32 
X S P t  --- 'AVE XAVE xS?!. - XsPL T i  me 

-1 

0.00 0.0000 0.0000 0.0000 0. OOGO 0.0000 
0.25 -0.1062 -0.2056 -0.2457 -0.2414 -0.2445 
0.50 0.1351 0.1245 0.1377 0.1123 0.11 04 
0.75 0.3456 0.491 7 0.571 7 0.5895 0.5725 
1 .00 0.4120 0.5550 0.6459 0.6175 0.6267 
1.25 0.3805 0.4232 0.3902 0.4099 0.4204 
1.50 0.3269 0.2966 0.1737 0.2447 0.2582 
1.75 0.2988 0.2644 0.2079 0.2420 0.2404 
2.00 0.3106 0.3115 0.3699 0.3289 0.3230 

- I 
TN 2.177 2.401 2.541 2.523 2.523 

I 

CP Time 
(sec )  31.87 72.39 19.98 49.42 125.27 

- 
U 

-2.3028 
-2.31 64 
-2.3189 
-1.7470 
-1.1031 
-0.7483 
-0.561 9 
-0.4440 
-0.3230 

____II 

- 
X 

0.0000 
-0.2473 

0.1078 
0.5663 
0.61 8L 
0.41 27 
0.2474 
0.2272 
0.3053 
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ALIW 

From Table 4 i t  is evident that  the spline approximation for M = 4 4s generally 

better than the averaging approximation f o r  N = 8, a t  a considerable savings i n  

CP time. A simi!ar comparison may be made between (xspL% -8 c!pL) and ( I 

- 32 
u/ivE). One should note however t h a t ,  f o r  the same v a h e  o f  pd,  computing 

solutions v i a  the avcraging mothod is much less costly than by the spline-based 

scheme, although a t  a loss i n  accuracy. Analogous statements may be made izbout 

a comparison between the averaginq and spline methods for Example 4.3  o f  [3], 

which i s  identical t o  this example except that  the in i t j a l  function is  the 

constant function + I 10. 

re f lec t  more than the possibi l i ty  that  a nonconstant $I i s  better approximated 

by splines than by averagiwj schemes. 

I t  i s  clear then t h a t  the observations made here 

The two methods performed equ 

wh2n applied t o  Example 4 .2  of the same reference. 

55 Concluding Remarks 

Th3 convergence proofs constructed i n  93, together w i t h  the convergence 

resul ts  obtained i n  practice lead us t o  conclude that  our method i s  indeed a 

r~asonablc  approach t o  take i n  the solution 05 heredital-y control problems, 

performing bEtter 'than the averaging approximations o f  [3] i n  some of the 

Examples vie have tried.  

a somevhat inexpensive alternative t o  existing numerical a lgor i thms i n  t h a t  

approximating systems as  small as N = 2 o r  4 provided satisfactory solutions t o  

In addition, t h 2  spline-based schemes appear t o  offer  

many of the control problems t a s t d .  

In future e f for t s  we hope t o  invnstigate the possibil i ty of relaxing sone 

of  the hypotheses made i n  53 ( i n  particular,  t h s  g loba l  Lipschitz c r i t e r i a )  

and to make comparisons betview oiir rnzthod and the app  ach taken i n  1251, 1261, 

where a fu l l  discretization o f  t h n  FDE control system ir examined. 
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